
International Journal of Research in Advent Technology, Vol.3, No.3, March 2015 
E-ISSN: 2321-9637 

 

17 

 

Weighted Goal Programming Multiple Non-Linear 
Regression Model with Two-way Interaction Effect 

 
Dr. Devendra Singh Hada 

Department of Mathematics, Kautilya Institute of Technology and Engineering, ISI – 16, RIICO 
Institutional Complex, Sitapura, Jaipur, Rajasthan, India. 

dev.singh1978@yahoo.com 
 

Abstract- Weighted Goal programming has been proven a valuable mathematical programming form in a 
number of venues. Weighted Goal Programming is the most widely used approach in the field of multiple criteria 
decision making that enables the decision maker to incorporate numerous variations of constraints and goals. 
Weighted Goal programming model serves a valuable purpose of cross checking answers from other 
methodologies. Different computer programmes are used to solve these GP models. Likewise, multiple 
regression models can also be used to more accurately combine multiple criteria measures that can be used in GP 
model parameters. Those parameters can include the relative weighting and the goal constraint parameters. This 
paper gives a brief review of the Weighted Goal Programming Multiple Non-Linear Regression Model with 
Interaction Effect. 
. 
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1. INTRODUCTION  

Regression analysis is used to understand the 
statistical dependence of one varia-ble on other 
variables. Linear regression is the oldest and most 
widely used predictive model in decision making in 
managerial sciences, environmental science, and all 
the areas wherever it is required to describe possible 
relationships between two or more variables.  
This technique can show what proportion of 
variance between variables is due to the dependent 
variable, and what proportion is due to the 
independent variables. The earliest form of 
regression was the method of least squares, which 
was published by Legendre [2] and by Gauss [5]. 
The linear regression can be classified into two 
types, simple linear regression and multiple linear 
regressions (MLR). The simple linear regression 
describes the relationship between two variables and 
MLR analysis describes the relationship between 
several independent variables and a single 
dependent variable. A number of methods for the 
estimation of the reg 
ression parameters are available in the literature. 
These include methods of minimizing the sum of 
absolute residuals, minimizing the maximum of 
absolute residuals and minimizing the sum of 
squares of residuals [13], where the last method of 
minimizing the sum of squares of residuals 
popularly known as least square methods is 
commonly used. Alp et. al. [17] explained that linear  
goal pro-gramming can be proposed as an 
alternative of the Least Square Method. For this he 
took an example of vertical network adjustment. 
Hassonpour et. al. [14] pro-posed a linear 
programming model based on goal programming to 
calculate regression coefficient. Saha [20] used the 

binary logistic regression model to analyze the 
school examination result (scores) of 1002 student. 

An interaction occurs when the magnitude of the 
effect of one independent varia-ble on a dependent 
variable varies as a function of a second 
independent variable. This is also known as a 
moderation effect, although some have more strict 
criteria for moderation effects than for interactions. 
Now days interaction effects through regression 
models is a widely interested area of investigation 
as there has been a great deal of confusion about the 
analysis of moderated relationships involving 
continuous variables. Alken and West [1] have 
analyzed such interaction effects, further this 
method was applied into several models by the 
researchers, for exam-ple, Curran et. al. [6] applied 
into hierarchical linear growth models.  
Multiple Objective optimization techniques 
provides more realistic solutions for most of the 
problems as it deals with multiple objective whereas 
single objective optimization techniques provides 
solutions to the problems that deals with single 
objective. Goal programming (GP)is a type of 
multiple objective optimization technique that 
converts a multi objective optimization model into a 
single objec-tive optimization model. GP model has 
been proven a valuable tool in support of decision 
making. The first publication using GP was the form 
of a constrained re-gression model was used by 
Charnes et. al. [4]. There have been many books de-
voted to this topic over past years (Ijiri [10]; Lee 
[11]; Spronk [12]; Ignizio [9] and others). This tool 
often represents a substantial improvement in the 
modeling and analysis of multi-objective problems 
(Charnes and Cooper [4]; Eiselt et al [7]; Ignizio 
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[8]). By minimizing deviation the GP model can 
generate decision variable values that are the same 
as the beta values in some types of multiple re-
gression models. Tamiz et. Al. [15] presents the 
review of current literature on the branch of multi 
criteria decision modeling known as Goal 
Programming (GP). Machiel Kruger [16] proposed a 
goal programming approach to efficiently managing 
a bank’s balance sheet while maximizing returns and 
at the same time taking into account the conflicting 
goals such as minimizing risk, subject to regulatory 
and managerial constraints. 

Gupta et. al. [19] solved a multi objective 
investment management planning problem using 
fuzzy min sum weighted fuzzy goal programming 
technique. Application of a multi-objective 
programming model like goal programming model 
is an important tool for studying various aspects of 
management systems (Sen and Nandi [20]). As an 
extension to the findings of Sharma et. al. [21], the 
paper is focused on study of the Weighted Goal 
Programming Multiple Non-Linear Regression 
Model with two way Interaction Effect. 

 

2. MULTIPLE REGRESSION  
Multiple regression is a technique that allows 
additional factors enter in the regression analysis 
separately, so that the effect of each can be 
estimated.  
In other words a linear regression model that 
contains more than one predictor variable is called a 
multiple regression model. 

Let X��  =  1 for i = 1,2, … , n. Let 
X�, X��, … , X�� be m independent variables. Then a 
linear relationship can be modeled as: 
 
Y� =  ∑ b����� X�� +  e�                                                                              
                                     

Where b�,   b, … , b�  are the parameters to be 
estimated and e� is the error components which are 
assumed to be normally and independently 
distributed with zero mean and constant variance.  
The linear absolute residuals method requires us to 
estimate the values of the unknown parameters 
b�,   b, … , b� so as to   
 
Minimize ∑ �Y� − Y������                                                                            
                                                                                                                   
Where 
 
Y�� =  ∑ b� ����� X ��                                                                                   
 
 
 
j = 0,1, … , m                                         
 
 
 
 
Where estimated values of the unknown parameters 
are represent by    b� �. 
The least squares principle requires us to choose 
b�, b, … , b� which  
 

Minimize !(Y� − Y��)�
�

��
                                                                 

2.1 Interaction effect 

Interaction effect represents the combined effect of 
variables on the criterion or dependent measure. In 
other words an "interaction effect" has traditionally 
implied a separate effect of an independent variable 
on the dependent variable. The "product term" 
actually represents a portion of the effect of the 
independent variables on the dependent variable.  
An interactive model can be represented as: 
Y = a� + a(X) + a�(X�) + a%(XX�)                                                                                     

In equation   a% represents the interaction effect 
between X and X� independent variables, which is 
referred to here as the "product term".   In a 
traditional linear regression model (without a 
product term), the slope of   on X has a constant 
value across all values of X�.  

3. REGRESSION FORMULATION 

The regression equation used to analyze and 
interpret a two- way interaction effect, represent     

a� + ! a�X��

�

��
+ ! a'X�'

��

'��(
+ ! a)X�)

��( *+
,-

)���(
+ e� = Y�. 

                                                                          
 i = 1,2, … , m                                 
  j = 1, 2, ….,n 

 k = n+1,…….,2n                      l = 2n+1,……., 2n +  *�
�- 

 
 
Wherea�, a, a�, a%, a/, a0,…….a� … … … , a'………
a) are the parameters to be estimated, these are 
contribution of decision variables 
 X� , X�� , X�% , X�/  , X�0  , … . . X��  … … X�'  … . . X�)   
respectively, except a�. Here Y�1 taken as dependent 
variable and  X�, X�� , X�% , X�/  , X�0  , … . . X��    are 
first, second and nth independent variable in linear 
form. Square of  X�, X�� , X�% , X�/  , X�0  , … . . X��      
(nonlinear form) taken in linear form asX�'  , also 
product term of 
X�, X�� , X�% , X�/  , X�0  , … . . X��  (representing 
interaction effect) taken in linear form as X�)   
respectively.  
The linear absolute residual method requires us to 
estimate the values of unknown parameters so as to 

 Minimize !|Y� − Y�.|
�

��
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4. WEIGHTED GOAL PROGRAMMING 
FORMULATION 

Let Y�1 be the th goal, d�( be positive deviation 

from the th goal and d�3 be the negative deviation 

from the ith goal . w�( and w�( represent weights, 
those reflect the decision maker’s preferences 
regarding the relative importance of each goal. 
  
Then the problem of Minimize ∑ |Y� − Y�1|���  may 
be reformulated as:  

 Minimize !(d�( + d�3)
�

��
                                                                

Subject to: 
a� + ∑ a�X����� + ∑ a'X�'��'��( + ∑ a)X�)

��( *+
,-

)���( + d�3 − d�( =
Y�1                             
 
Non-negativity constraint, 
X�, X�� , X�% , X�/  , X�0  , … . . X��  … … X�'  … . . X�)        ≥ 0, 
d�( ≥ 0 ,  d�3 ≥ 0  
Complementary constraints 
d�(  ×   d�3 = 0                           
 i = 1,2, … , m     
  j = 1, 2, ….,n 
  k = n+1,…….,2n 
  l = 2n+1,……., 2n + *�

�- 
 

Wherea�, a, a�, a%, a/, a0,…….a� … … … , a'…
……a) are the parameters to be estimated, these are 
contribution of decision variables 
 X� , X�� , X�% , X�/  , X�0  , … . . X��  … … X�'  … . . X�)   
respectively, excepta�. Here Y�1 taken as dependent 
variable and  X�, X�� , X�% , X�/  , X�0  , … . . X��    are 
first, second and nth independent variable in linear 
form. Square of  X�, X�� , X�% , X�/  , X�0  , … . . X��      
(nonlinear form) taken in linear form asX�'  ,also 
product term of 
X�, X�� , X�% , X�/  , X�0  , … . . X��  (representing 
interaction effect) taken in linear form as X�)   
respectively, to formulate the multiple nonlinear 
regression problem with two way interaction effect 
into linear goal programming model. 

5. CONCLUSION 

Over the last 30 years, GP Multiple Regression 
problems have been deployed extensively. This 
paper has briefly reviewed many of the highlights. 
There is a huge capacity for future developments 
and applications of GP. 
The weighted goal programming technique provides 
the users with a better degree of estimates of the 
Multiple Non-Linear Regression parameters with 
two - way Interaction Effect. Solution of various 
problems related to estimation in science and 
technology obtained through presented weighted 
goal programming technique using various software 

packages like Microsoft Office Excel, LINGO, 
LINDO and TORA. 
 
REFERENCES 
[1] Alken, L. S. and West, S. G. [1991]: Multiple 

Regression: Testing and Interpreting In-
teractions, Thousand Oaks: Sage Publications.  

[2] A.M. Legendre [1805]: Nouvelles méthodes 
pour la détermination des orbites des comètes. 
“Sur la Méthode des moindres quarrés” 
appears as an appendix  

[3] Charnes, A., Cooper, W. W., and Ferguson, R. 
[1955]: Optimal Estimation of Execu-tive 
Compensation by Linear Programming, 
Management Science, Vol. 1, No. 2, pp 138 – 
151.  

[4] Charnes, A. and Cooper, W. W. [1977]: Goal 
Programming and Multiple Objective 
Optimizations, Eur. J. Operat. Res., Vol. 1, 39 
– 54.  

[5] C.F. Gauss [1809]: Theoria Motus Corporum 
Coelestium in Sectionibus Conicis So-lem 
Ambientum.  

[6] Curran, P. J., Bauer, D. J. and Willoughby, M. 
T. [2004]: Testing Main Effects and In-
teractions in Hierarchical Linear Growth 
Models, Psychological Methods, Vol. 9, No. 2, 
220 - 237.  

[7] Eiselt, H. A., Pederzoli, G. and Sandblom, C. L. 
[1987]: Continuous Optimization Models, W 
De G, New York.  

[8] Ignizio, J. P. [1978]: A Review of Goal 
Programming – A Tool for Multiobjective 
Analysis, J. Opl. Res. Soc., Vol. 29, No. 11, 
1109 – 1119.  

[9] Ignizio, J. P. [1986]: Introduction to Linear Goal 
Programming, thousand Oaks, CA: sage 
Publications.  

[10] Ijiri, Y. [1965]: Management Goals and 
Accounting for Control, Amsterdam: North-
Holland Publishing Company.  

[11] Lee, S. M. [1972]: Goal Programming for 
Decision Analysis, Philadelphia: Auerbach 
Publishers Inc.  

[12] Spronk, J. [1981]: Interactive Multiple Goal 
Programming: Application to Financial 
Planning, Amsterdam: Martinus Nijhoff.  

[13] Weisberg, s. [1985]: Applied linear regression, 
2nd edition, John Wiley and Sons, inc. New 
York.  

[14] Hassanpour H., Maleki R.H., Yaghoobi A.M. 
[2009]:Internatinal Journal of fuzzy sys-
tems,Vol. 7 , No. 2, pp 19-39.  

[15] Tamiz M., Jones D., Darzi E.,[1995] : Annals 
of Operations Research,1995, Volume 58, 
Issue 1, pp 39-53.  

[16] Machiel Kruger [2011]: SAS Global Forum 
2011, , Centre for BMI, North-West Uni-
versity, South Africa, Paper 024-2011.  



International Journal of Research in Advent Technology, Vol.3, No.3, March 2015 
E-ISSN: 2321-9637 

 

20 

 

[17] Alp S., Yavuz E., Ersoy N.,[2011] : 
International Journal of the Physical Sciences 
Vol. 6(8), pp. 1982-1987, 18 April, 
2011,Turkey.  

[18] Sen N., Nandi M.,[2012] : International Journal 
of Scientific and Research Publica-tions, 
Volume 2, Issue 9, September 2012, 
Department of Mathematics, Assam Uni-
versity, Silchar, India.  

[19] Gupta M., Bhattacharjee D.,[2010]: International 
Research Journal of Finance and Economics, ISSN 
1450-2887 Issue 56 (2010),Agartala, India.  

[20] Saha G,. [2011] : Journal of Reliability and 
Statistical Studies; ISSN (Print): 0974-8024, 
(Online):2229-5666 Vol. 4, Issue 2 (2011): 105-117  

[21] Sharma Suresh Chand, Hada Devendra Singh, Gupta 
Umesh [2010]: A Goal Pro-gramming Model for the 
Interaction Effects in Multiple Nonlinear 
Regression, Journal of Computer and Mathematics 
Sciences, Vol. 1(4), 477 – 481.  

 
 
 
 
 
 
 
 
 
 
 


